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Partition Functions: Zeros, Unstable Dynamics and Complexity
Pjotr Buys 

In October 2022, Pjotr Buys from the University of Amsterdam 
successfully defended his PhD thesis with the title Partition Func-
tions: Zeros, Unstable Dynamics and Complexity. Pjotr carried out 
his research under the supervision of prof. dr. Han Peters (UvA) and 
dr. Guus Regts (UvA). 

From Gases to Magnets on Graphs
Researchers in statistical physics use interaction particle mod-
els to understand the behaviour of various systems, for example 
charged particles in a magnetic field. To describe such systems a 
positive weight ( )w v  is assigned to each possible state v of the 
system. This means that the probability of observing v is propor-
tional to its weight, and to find the exact probability you need to 
normalize. The exact probability is given by ( )/w Zv , where

( ),Z w v=
!v R

/

and R is the space of all possible states. This normalizing constant, 
Z, is called the partition function of the model, and it depends on 
the parameters of the system at study. The goal is to understand 
what kind of states are likely to occur. It turns out that these types 
of questions can be answered by having a good understanding of 
the partition function and how its properties change as the param-
eters change. In his thesis Pjotr was interested in two models, the 
Ising model and the hard-core model.

Of magnets, sizes, and independence polynomials
The Ising model, introduced by Lenz and Ising around 1920, is used 
to study magnetism. The underlying structure is a finite simple 
graph ,G V E= _ i, where the vertices represent particles and the 
edges represent those pairs of particles that can interact directly 
(typically those which are close enough to each other). Each particle 
can be in one of two states, either spin + or -. The possible states 
of the system are therefore described by functions : { , }V "v + - . 

Pjotr considered the Ising model with two parameters: a mag-
netic field parameter m and an interaction parameter b. The weight 
of a state v is then equal to

( ) ,w b( ) ( )nv m= v d v+

where n v+ _ i is the number of vertices that get assigned the spin 
+ under v, and ( )d v  is the number of edges with differing spins. 
Here you observe the interplay between the two quantities, when 
the number of vertices with a positive spin increases the edge-in-
teractions will decrease. The partition function is therefore equal to

( , ) .Z b b( ) ( )

: { , }
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If ( , )0 1!m  the magnetic field points down and states with more 
particles that have a negative spin are generally more likely. If 
( , )1 3!m  the magnetic field points up and states with more parti-

cles that have spin + are generally more likely.
The parameter b represents an interaction parameter between 

neighbouring particles. If ( , )b 0 1! , then neighbouring particles 
will have with higher probability the same spin. In this case, the 
model is ferromagnetic. If ( , )b 1 3! , then neighbouring particles 
will have with higher probability opposite spins. In this case, the 
model is called antiferromagnetic, which is also the model Pjotr 
focused on.

In the hard-core model the underlying structure is again a finite 
simple graph ,G V E= _ i. The vertices represent lattice sites that 
may or may not be occupied by particles. These particles have a 
certain size, which prevents two neighbouring sites being occu-
pied. Therefore the possible states are subsets I V1  such that no 
pair ,u v I!  forms an edge. Such a subset is called an independent 
set. The weight of a state I is equal to ( )w I | |Im=  for some positive 
parameter m, referred to as the fugacity parameter. The partition 
function in this model can thus be written in the following form

( ) .Z | |

: anindependent set

ind
G

I

I V I
m m=

1

/

This function is also commonly known as the independence poly-
nomial. 

Experiments in the complex plane
An important quantity when studying these models is called the 
pressure

( )
| |

( ( )) .logp
V

Z1
G G$m m=

This logarithmic rescaling of the partition function is important to 
be able to study its behaviour as the system grows large, since there 
are exponentially many configurations that correspond to the same 
observable. The graphs that are relevant from a physical perspec-
tive usually are quite structured. The vertices might form part of a 
lattice for example. Moreover, these graphs typically contain a very 
large number of vertices. To analyse such large quantities mathe-
matically we would like to speak about the pressure and the density 
on infinite graphs (usually a lattice L ). To make this formal a se-
quence of finite graphs , ,G G1 2 f converging to L  is considered. A 
famous result in this area is due to Lee and Yang, who showed that 
the functions pGn

 converge to a continuous function pL .
While pL  is continuous on the whole positive real axis, its de-

rivatives may not be. A model is said to undergo a phase transition 
at a parameter 0m  if pL  is not analytic at 0m . Lee and Yang gave a 
condition that is sufficient to guarantee the absence of a phase 
transition. But this demands a venture in the complex plane! Lee 
and Yang proved that if , ,G G1 2 f is a sequence of graphs converg-
ing to a lattice L , and there is a complex domain U that is zero-free 
for ZGn

 for all n, then the limit pL  is analytic on U.
Pjotr investigated what happens when the family of graphs on 

which the Ising or the hard-core model is considered is the fam-
ily of bounded degree graphs (the lattice is thus a special case). 
For an integer Z 2!D $  we let GD  denote the class of graphs with 
maximum degree at most D. The domain U being zero-free for G  
means that Z 0G !n_ i  for any U!n  and G G! .

Understanding the zeros
For the ferromagnetic Ising model this problem is fully solved. The 
Lee-Yang circle theorem states that the complex zeros of Z IsG  all 
lie on the unit circle in the complex plane for any graph. This re-
sult was refined by Han Peters and Guus Regts, Pjotr’s supervisors, 
who proved that, depending on the degree bound D and the inter-
action parameter b, the closure of the zeros is either equal to the 
unit circle or equal to a circular arc strictly contained in the unit 
circle. Pjotr investigated in detail the locations of the zeros of the 
partition function for the family of bounded degree graphs for both 
the antiferromagnetic Ising model and the hard-core model.

To understand the zeros of the partition function a new quantity 
needs to be defined. We consider a graph G and a specific vertex 
u, and the restrictions of the partition function to those configura-
tions assigning a + or - to u. For the hard-core model the restric-
tion is to those configurations for which u is in (denoted with a +) 
an independent set or not (denoted with a -). These restrictions 
are denoted by ( )Z ,G u m+  and ( )Z ,G u m- . A useful quantity to de-
fine is the ratio, or occupation ratio, between these contributions, 
namely

( ) ( )/ ( ) .R Z Z, , ,G u G u G um m m= + -

This ratio represents the odds that u gets assigned a + (positive 
spin or present in the independence set). In general, R ,G u  is a 
rational function in λ. We can thus interpret R ,G u  as a function 
from the Riemann sphere Ct  to itself. It follows that complex ze-
ros 0m  of ZG  correspond one to one with parameters 0m  for which 
R 1,G u 0m =-_ i . Understanding the zeros of ZG  is thus essentially 
equivalent to understanding the -1-parameters of R ,G u . It turns 
out that the presence of zeros of ZG  is related to the local dynami-
cal behaviour of the family of occupation ratios defined as

( )/ ( ): .R Z Z G a graphof max degree, ,G u G um m D=D + -$ .
Using machinery from complex dynamical systems Pjotr investi-
gated when this family of complex functions hits -1, which would 
yield regions where the partition function attains a zero. Central in 
Pjotr’s research is the theorem of Montel from Complex Analysis. 
Applying Montel’s theorem it can be proven that if U is a zero-free 
area for the partition functions then the family RD  is a normal fam-
ily of holomorphic functions. In his research Pjotr proved this is an 
equivalence, hence finding zero-free regions for the partition func-
tion is equivalent to proving that the family RD  is a normal family. 
Intuitively this means that the presence of zeros is equivalent to 
chaotic behavior of this family of partition functions.

Rooted trees show the way
A very important result for both models states that for any ,G u_ i 
there exists a rooted tree ,T u_ i with the same maximum degree as 
G for which R R, , ,G u T u= x . Here the x represents a boundary condi-
tion on a subset of the leaves of T. Hence it suffices to understand 
the behaviour of the occupation ratios for rooted trees.

Any rooted tree can be generated by recursively applying a sim-
ple scheme, starting with single vertices. It therefore follows that 
the ratio ( )R ,G u m  of any rooted graph ( , )G u  of degree at most d 1+  
can be written as a composition of maps , ,F F, ,d1 fm m , where

( , , , ) ,F z z z bz
z b
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applied to initial values. These initial values are the ratios Rv  of 
single vertices. The iteration of functions with complex parame-
ters is a setting that is common in the field of complex dynamics. 
Pjotr started by investigating a nicer and more structured class of 
trees, that of Cayley trees. A perfect d-ary tree is a rooted tree such 
that every node that is not a leaf has exactly d children, and all the 
leaves have the same distance to the root.

A delicate argument of complex nature
In the case of the antiferromagnetic Ising model, the closure of 
the zeros of graphs of perfect d-ary trees is equal to the non-sta-
ble parameters of the parametrized family (( )/( ))z z b bz 1 d7 + + . 
This turns out to be equal to the closure of the zeros of all graphs 
with degree at most d 1+ . In a nutshell, this means that for the 
antiferromagnetic Ising model it suffices to study Caley trees to 
understand the zero-free regions of partition functions of arbitrary 
rooted trees with bounded degree. 

But this is not the case for the hard-core model. In the hard core 
model Pjotr proved that the behaviour of the family RD  is radical-
ly different for Cayley trees than for arbitrary rooted trees. This is 
shown in Figure 1, where the blue regions show the values of m for 
which the family of Cayley trees are normal. In all pictures consider 
the large blue cardioid. Pjotr proved that for all values of m in the 
cardioid RD  is normal for Caley trees. On the other hand, for the 
family of rooted trees with bounded degrees there exist parame-
ters inside the cardioid at which the family of ratios is not normal. 
This means that the cardioid is a zero-free region for Caley trees but 
not for general bounded degree trees.

To compute them or not
Besides the location of zeros of the partition function Pjotr also 
investigated a very deep connection between these zeros and the 
computational complexity of approximating the partition function. 
The difficulty of computing ZG m_ i is motivated by the importance 
of the partition function in physics, and it started to receive atten-
tion from a computer science perspective in the late 1980s. Sup-
pose that a parameter m lies in a complex domain U containing 
0 that is zero-free for GD . Then there is a fully polynomial time 
approximation scheme (we will not explain this now) for approxi-
mating ZG m_ i for G G! D . Pjotr proved that this result is an equiv-
alence, namely that the closure of the complex zeros of the parti-
tion function is contained in the closure of parameters λ for which 
approximating ZG m_ i for G G! D  is #P-hard!

The more personal aspect
As a final note we would like to give the word to the doctor.

Pjotr, how did you get interested in mathematics?
“From a very young age I was already interested in solving puzzles, 
mostly puzzles involving numbers. This interest persisted during 
my childhood and thus, at the end of high-school, it was clear to 
me that I wanted to pursue a degree in mathematics (although I 
did semi-seriously consider classical languages). My interest in 
research mathematics came during my master thesis, which I did 
under Guus Regts, who would later become my PhD supervisor. 
Research mathematics still involves doing puzzles, but these are 
puzzles for which nobody knows the solution yet. This adds an ex-
tra layer of excitement (and sometimes frustration). My favourite 
part of being a mathematician is working together with colleagues 
to solve these problems. The longer it takes to solve a problem, the 
more satisfying it is when you eventually do crack it!”

Were you also involved in some activities you would like to share 
with the readers?
“My PhD was largely during the pandemic, which made traveling 
more difficult, but at the start and at the end I did have the oppor-
tunity to go to conferences and research visits. I went to Berkeley 
twice and I spent three weeks in Chicago. At these conferences you 
get the chance to listen to and speak to people from all over the 
world that work on the same (or very similar) problems as you do. 
It is a lot of fun to talk to and make friends with people that are in-
terested in the same obscure things as you are. I once spoke about 
a conjecture that I had disproved. Afterwards I talked to the per-
son who had made the conjecture. He told me he was happy that 
there was a resolution to his conjecture, but that he was sad that 
it was false.”

Concluding
To summarize, in his research Pjotr investigated the locations of 
zeros of the partition function of the Ising model and the hard-core 
model. He used techniques from complex dynamical systems to 
prove that the existence of zeros is equivalent to a chaotic be-
haviour of the family of occupancy ratios due to its non-normality. 
In regions where this chaotic behaviour rises the partition function 
is also, loosely speaking, very difficult to approximate. After his 
PhD Pjotr started a post-doc at the UvA. We wish him the best and 
we hope that he keeps enjoying his complex wanderings!	 ←

Figure 1  The activity-locus of Cayley trees in the hard-core model for down-degrees 2, 4 and 3. For each pixel the spherical derivative of the occupation ratio is computed for the Cayley tree of depth 120. 
Pixels for which this derivative is sufficiently large are depicted in white, suggesting that the corresponding parameter m lies approximately on the activity locus.


