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with repeated fractions can also be written 
as a sum of k unit fractions with distinct 
fractions. To see this, one can replace any 
multiple occurrence of some xi by means 
of the two formulae below, depending on 
whether xi is odd or even:

( )t t t t t2
1

2
1

1
1

1
1+ = + +
+

and

( )( )
.t t t t t2 1

1
2 1

1
1

1
1 2 1

1
+ + + = + +

+ +

Note that the sum of the denominators in-
creases by this replacement. One possibly 
has to repeat this, but as the sum of the 

general Diophantine equations: we usu-
ally limit our attention to those solutions 
with x x x< < < k1 2 g  — in particular, we 
do not allow equality between the xi, and 
always count solutions as ordered tuples. 
For the study of Egyptian fractions this is 
no loss of generality: it has been observed 
by Takenouchi [43] that a fraction which 
can be written as a sum of k unit fractions 

Scribes of Ancient Egypt had an unusual 
method of writing fractions: they were al-
ways expressed as a sum of distinct unit 
fractions x

1
i  (with the exception of 3

2  and 4
3 .) 

— for example, 15
2  would instead be written 

as 10
1

30
1+ . The Papyrus Rhind [32], writ-

ten over 3500 years ago, contains a table 
showing how to do this for the most fre-
quently used fractions n

2 . It is unclear pre-
cisely why the Egyptians wrote fractions in 
this form, which seems quite complicated 
for us, but the study of the equation 

n
m

x x
1 1

k1
g= + + (1)

with , , , ,m n x xk1 f  positive integers, where 
in some cases k is considered as fixed and 
in other cases k may vary, has been very 
fruitful from a modern number theoretic 
point of view. Equations with integer or 
rational variables are called ‘Diophantine 
equations’. Another example of a Diophan-
tine equation is the Pythagorean triple 
x y z2 2 2+ = , whose history goes back to 
Babylonian clay tablets, and is given a par-
ametric solution in Euclid’s Elements.

The study of solutions to (1), so-called 
‘Egyptian fractions’, has an important 
caveat when compared to the study of 
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of integers n N#  such that n
m  is not the 

sum of two unit fractions is asymptotically 
( )c O

( )

( )

log

log log

logm
N

N N

N
N

m

m
=a

b
, for some con-

stants , ,cm m ma b  — see [11] for details.
In particular, once we have fixed m, 

asymptotically almost all fractions with 
numerator m are the sum of two unit 
fractions. The fact that we have fixed the 
numerator is vital here: for any fixed k 1$  
the set of rationals which can be expressed 
as sum of k unit fractions is nowhere dense 
[40], except at 0, so the picture changes 
considerably when not fixing the value m.

Sums of three unit fractions
When m 3# , the greedy algorithm produc-
es a solution to (1) with k 3# . When m 4=  
the greedy algorithm may require four unit 
fractions, as we have seen above. It is be-
lieved, however, that for all n 1$  this can 
be improved, and n

4  can be written as the 
sum of three unit fractions. This is perhaps 
the most notorious open problem concern-
ing Egyptian fractions.

Conjecture 1 (Erdős–Straus [19] ).  For every 
n 2$  there exist positive integers x, y, z 
such that

.n x y z
4 1 1 1= + + (2)

This conjecture appeared in a 1950 
paper of Erdős [19], attributed to himself 
and Ernst G. Straus. It is unknown when 
the conjecture was originally made. Anoth-
er reference is in a paper of Obláth [31], 

problems in this fascinating area, and the 
reader is encouraged to explore further in 
the surveys of Erdős and Graham [20, 21], 
the open problems collection of Guy [22, 
Section D11], and the survey of Schinzel [37].

The Erdős–Straus conjecture
The greedy algorithm guarantees that n

m  
can always be written as the sum of at 
most m distinct unit fractions. As the ex-
ample for 17

4  above shows, however, this is 
not necessarily optimal, and one can ask, 
for any fraction n

m , what is the minimal k 
such that (1) has a solution.

Sums of two unit fractions
One certainly needs at least two unit frac-
tions to represent n

2  (when n is odd), and 
it is easy to check that one needs at least 
three unit fractions to represent p

3 , where p 
is a prime such that .modp 1 3/

 In general, Stewart [41] has shown that 
a reduced fraction n

m  is a sum of two unit 
fractions if and only if there are two co-
prime divisors ,n n1 2 of n such that m di-
vides n n1 2+ .

In particular, when applied to m 4= , 
this implies that n

4  is the sum of two unit 
fractions for almost all n: Stewart’s crite-
rion implies that if n

4  is not the sum of 
two unit fractions then all prime fac-
tors of n are mod1 4, and the number 
of such integers n N#  is asymptotically 

( )c o N
logN
N = , for some constant c 0> . In 

fact, for every m a similar but more com-
plicated analysis shows that the number 

denominators increases, and as there is 
only a bounded number of ways to write a 
fraction as a sum of k unit fractions (as we 
will show later on), this is a bounded pro-
cess which eventually stops with k distinct 
unit fractions.

There are some even easier observa-
tions about Egyptian fractions:

a.	 A fraction n
m  which has a solution of (1) 

with fixed k also has a solution with 
every 'k k$ . 

b.	 If n
m  has a solution of the form (1) with 

fixed k, then nt
m  also has such a solution. 

When m and k are fixed one therefore 
often concentrates on prime values n.

The most basic question concerning 
Egyptian fractions is, given some rational 

( , ]0 1n
m ! , does (1) always have a solution 
(for some k 1$ )? The answer is yes, and 
in fact a greedy algorithm can be used 
to construct a solution: let x 11 $  be the 
smallest positive integer such that .x n

m1
1
#  

It follows that <'
'

n
m

x n
m

x
1 1
1 1

- =  where 
.'m mx n m<1= -  While 0>'

'
n
m  we may re-

peat this process, and since the numerator 
decreases at each stage this must termi-
nate with a solution to (1). In particular, 
this greedy algorithm shows that n

m  can 
always be written as the sum of at most m 
distinct unit fractions.

For example, when applied to 17
4  this al-

gorithm produces the representation 

.17
4

5
1

29
1

1233
1

3039345
1= + + +

The solution found by the greedy algorithm 
is not necessarily the simplest one, in ei-
ther the sizes of the denominators or the 
number of summands. For example, 17

4  may 
also be written as

.17
4

6
1

17
1

102
1= + +

The greedy approach is one of a varie-
ty of different algorithms for producing a 
solution to (1), each with its own advan-
tages and disadvantages. For a survey on 
the rich literature concerning algorithmic 
aspects we refer the reader to [18].

In this survey we will consider more the-
oretical questions, and focus on a number 
of aspects that have received considerable 
interest over the last decades. We have en-
deavoured to give, where possible, some 
indication of the ideas and methods used, 
and hence have sacrificed some breadth 
for depth. The topics considered here do 
not cover the full range of results and open Paul Erdős Ernst G. Straus
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(Here we use the Vinogradov notation f g%  
to mean ( )f O g= .) Since e ( )log

n
c n

1

2

$
-/  

converges, this probabilistic heuristic sug-
gests there are at most finitely many ex-
ceptions to the Erdős–Straus conjecture. 
(Indeed, since this converges very rapidly, 
and the conjecture has already been con-
firmed up to 1017, this strongly suggests 
the conjecture holds for all n.)

Some congruence classes are easier than 
others for the Erdős–Straus conjecture. For 
example, for modn 3 4/  the fraction n

4  can 
even be represented by 2 unit fractions, 

,
( )( )t t t t4 3

4
1

1
1 4 3

1= ++ + + +
 and for modn 5 8/  

it can be represented by three unit fractions 

( ) ( )( ) ( )( )
.t t t t t t8 5

4
2 1

1
1 8 5

1
2 1 8 5

1= + ++ + + + + +
 It 

can be shown, however, that there are 
some congruence classes for which there 
is no such explicit formula. For example, 
Schinzel [38] proved this is the case for 
all quadratic residue congruence classes. 
In particular, there is no such formula for 
n t4 1= + .

Although there are some congruence 
classes for which we cannot solve the 
Erdős–Straus conjecture in such an explicit 
fashion, there are some congruence class-
es (as discussed above) for which we are 
able to easily verify the conjecture. To es-
tablish the conjecture for all primes p (and 
hence all integers n) it therefore suffices to 
show that these ‘good’ congruence classes 
cover all primes. (For example, although 61 
is of the form t4 1+ , for which we have 
no general solution, it is also of the form 
t7 2- , for which we have the general 

solution .
( ) ( )t t t t t7 2

4
2
1

2 7 2
1

7 2
1= + +- - -

) This 
is a classical observation. It is less widely 
known that in fact this covering property is 
equivalent to the Erdős–Straus conjecture.

Theorem 1.  The Erdős–Straus conjecture is 
equivalent to the statement that all primes 
are in at least one of the following congru-
ence classes:

( )modc
a acd4 1- -

for some , ,a c d 1$ , or

( )modk
c d cd4 1 4

2
- +

for some , ,c d k 1$  with k c d4 12; + .

(Similar statements can be found in Na-
kayama [29], Rosati [33], and Mordell [28].)

Proof. We first show that the covering 
statement is sufficient for the Erdős–
Straus conjecture to hold. The case p c

a/-  

acd12 =  we find 13 distinct congruence 
classes modulo 47 for which the Erdős–
Straus conjecture is true. In general, the 
number of such ‘solved’ congruence class-
es modulo t4 1-  essentially depends on 

( )d t3 , the number of ways to write t as a 
product of three positive integers, which 
on average grows like ( ) .log t 2.

Using similar reasoning, one can quickly 
show that modulo 840 only the congruence 
classes 1,49,121,169,289,361 (all squares!) 
are not generally solved (for details see 
[28]), and modulo 120120 there is corre-
sponding work by Terzi [44].

If we take a c 1= =  then the above 
shows that modulo all integers of the 
shape d4 1-  the congruence class -1 is 
soluble. Any simple sieve approach (such 
as Brun’s sieve) can then be used to prove 
that almost all integers n N#  satisfy the 
Erdős–Straus conjecture.

A much more sophisticated version 
by Vaughan [45] combines the above re-
mark that the number of soluble congru-
ence classes modulo primes is described 
by the divisor function d3 with the large 
sieve and proves that there are at most 

( ( ) )exp logN c N /2 3-  exceptions [ , ]n N1! , 
for some absolute constant c 0> . (To es-
timate the number of soluble congruence 
classes correctly, one needs both the Bom-
bieri–Vinogradov and the Brun–Titchmarsh 
theorem, which guarantee that on average 
prime numbers are relatively well distribut-
ed in congruence classes.)

Arguing heuristically, the number of sol-
uble congruence classes is so large that all 
sufficiently large integers should be cov-
ered by at least one, giving a compelling 
heuristic argument that the Erdős–Straus 
conjecture holds, at least for all sufficiently 
large n. More precisely, one could argue as 
follows: since the average value of ( )d m3  is 

( )log m 2. , for any prime p N#  congruent 
to ( )mod1 4-  we expect to find on average 

( )log p 2.  many congruence classes modu-
lo p for which the Erdős–Straus conjecture 
holds. Therefore, assuming independence 
between these classes for distinct primes, 
the ‘probability’ that any n fails the Erdős–
Straus conjecture is, using standard prime 
number estimates,

(( )/ )

.

p
d p

e

1
1 4

( )

(( ) )

mod

log

p
p n

n

3

1 4

2

%

.

-
+

/

#

X

-

-

d n%

submitted in 1948, who mentions it as a 
conjecture of Erdős, and solved it for small 
integers. (Some webpages, such as Wiki-
pedia, and a paper by Graham [21] seem 
to suggest that Obláth made this conjec-
ture independently. This is not the case, 
as Obláth’s paper clearly attributes it to 
Erdős.) When the second author asked 
Erdős in 1996 how he came up with the 
conjecture the answer was that this is the 
first interesting case. 

Although m 4=  is the first non-trivial 
case, it is believed that a similar phenome-
non holds for any m 4$  (excluding finitely 
many exceptions). The analogous conjec-
ture with numerator 5 is due to Sierpiński 
[40], and the general form was conjectured 
by Schinzel (also in [40] ). 

Conjecture (Schinzel [36] ).  For every m 4$  
there exists a number Nm such that, for 
every n Nm$ , there exist positive integers 
x, y, z such that

.n
m

x y z
1 1 1= + +

We note that if (2) is soluble for n it is 
trivially also soluble for all multiples of n. 
In particular, in exploring the Erdős–Straus 
conjecture it suffices to concentrate on 
prime values of n.

The Erdős–Straus conjecture has been 
computationally verified up to 1017 [34]. It 
is possible to prove the Erdős–Straus con-
jecture for many congruence classes via 
elementary means.

The key observation is that, for any 
( )modm 3 4/ , if there are integers a, c, d 

such that acd m4 1- =  and ( )modn mc
a/- , 

then (2) is solvable. Indeed, if cn a+ =
( )acd b4 1- , then dividing by abcdn shows 
that

.n abd acdn bcdn
4 1 1 1= + +

This observation allows one to verify the 
Erdős–Straus conjecture for many congru-
ence classes immediately. For example, 
modulo 47 we could take ( , , ) ( , , )a c d 1 6 2= , 
so that any ( )modn 8 47/-  satisfies the 
conjecture, and in fact we can write k47 8

4
-  as

( ) ( ) ( ) ( )
.

k k k k6 1 2
1

12 47 8
1

6 1 12 47 8
1

-
+

-
+

- -

We could instead take ( , , ) ( , , )a c d 1 2 6=  ,
thereby verifying the conjecture for n / 

( )mod24 47- , or ( , , ) ( , , )a c d 2 3 2= , verifying 
the conjecture for ( )modn 32 47/- , and 
so on. Varying over all 18 ways of writing 
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To see this, given ( , )0 1n
m !  choose k 

such that N n N<k k1 #- , and let l N< k 
be such that <N

l
n
m

N
l 1

k k
# + , whence 0 # 

mN nl n N<k k#- . Writing both mN nlk -  
and l as the sum of at most ( ) ( )F N F nk 1 #-  
distinct divisors of Nk and using the iden-
tity

n
m

nN
mN nl

N
l

k

k

k
=

-
+

we obtain n
m  as the sum of at most 2F(n) 

distinct unit fractions as claimed.
A trivial example of such a sequence 

is to take N 2k
k= , which allows for 

( ) ( )logF n O n=  (already a vast improve-
ment over the ( )O n  delivered by the greedy 
algorithm). Erdős [19] observed that a more 
efficient choice is to take Nk to be the 
product of the first k primes, which allows 
for ( ) ( / )log log logF n O n n=  instead. The 
best-known construction to date is due to 
Vose [47], who constructed an explicit se-
quence Nk with ( ) ( )logF n O n= , yielding 
the following result. 

Theorem 2 (Vose [47] ).  Any fraction n
m ! 

( , )0 1  can be written as the sum of ( )logO n  
many distinct unit fractions. 

Erdős [19] conjectured that in fact any 
( , )0 1n

m !  can be written as the sum of 
( )log logO n  many distinct unit fractions, 

which would be the best possible as the 
example of n

n 1-  shows.

Parametric solutions of n
m

x x
1 1

k1
g= + +

Let ( )E N,m k  count those n N#  such that n
m  is 

not the sum of k unit fractions. As mentioned 
in the section ‘The Erdős–Straus conjec-
ture’, Vaughan [45] showed that ( )E N,4 3 # 

( ( ) ),exp logN c N /2 3-  for some positive c. 
This has been generalised by Elsholtz.

Theorem 3 (Elsholtz [10] ).  Let m k 3> $  be 
positive integers. Then

( ) ( ( ) )exp logE N N c N, ,m k m k
1 k2 1 1

1

# -
- - -

for some absolute constant c 0>,m k .

Note that m 4=  and k 3=  recovers 
Vaughan’s bound. Viola [46] previously 
established a similar bound with 

2 1
1

k 1 --  
replaced by k 1

1
- , which Shen [39] had im-

proved to k
1 .

A key idea in the proof of Theorem 3, 
and a useful tool in general for studying 
Egyptian fractions, is the realisation that 
solutions to the equation n

m
x x
1 1

k1
g= + +  

As the number of such primes is asymp-
totically logN

N , one can deduce that, on 
average, ( ) ( )logf p p ( )o3 1= + . Elsholtz and 
Planitzer [15] proved that for almost all in-
tegers n N#

( ) ( ) .logf n n ( )log o6 1$ +

(Note that .log 6 1 79. .) Moreover for 
infinitely many n the number of solu-
tions is much larger, namely ( )f n $ 

(( ( ) )exp log o6 1 loglog
log

n
n+ . This is larger than 

one might expect at first sight, and im-
proves upon results of Elsholtz and Tao [17]. 
The crucial idea is to study those n con-
sisting of many small primes, where one 
can choose many divisors d of n such that 

n d
4 1-  still has very many solutions as a 
sum of two unit fractions.

A corresponding bound is also known 
even when we restrict to primes: all re-
duced congruence classes ( )mode f  contain 
primes that have many solutions, at least 

( )exp c log log
log

f p
p  for some constant c 0>f .

Furthermore, Elsholtz and Tao [17] es-
tablished the pointwise upper bound 

( )f p p ( )o 15
3

# +  for primes. This was gen-
eralized by Elsholtz and Planitzer [15] to 
composite denominators: ( )f n n ( )o 15

3
# + . It 

seems possible that a much better bound 
of ( )O nf

f  holds.

Bounding the number of fractions required
As we have already observed, the greedy 
algorithm implies that any ( , )0 1n

m !  is the 
sum of at most m distinct unit fractions, 
and Schinzel’s conjecture implies that in 
fact three unit fractions suffice, assuming 
n is sufficiently large compared to m.

What if m is large compared to n? The 
number of fractions required may grow with 
n: for example, an Egyptian fraction decom-
position of n

n 1-  requires ( )log log nX  dis-
tinct unit fractions. (This follows from the 
bounds given in the section ‘Counting solu-
tions to 1 x x

1 1
r1

g= + + ’.) The greedy algo-
rithm shows that n 1-  unit fractions always 
suffice, but much better bounds are known.

The proofs of all reasonable upper 
bounds follow a similar scheme. Sup-
pose we have an increasing sequence 
N N< <1 2 g of positive integers such 
that any n N1 < < k is the sum of at most 

( )F Nk 1-  distinct divisors of Nk, for some 
increasing function F. The relevance of 
such a sequence, as we will now show, is 
that it implies that any ( , )0 1n

m !  can be 
written as the sum of at most 2F(n) dis-
tinct unit fractions.

( )mod acd4 1-  has already been discussed 
above. If k c d4 12; +  and p k

c d4 12
/- +  

( )mod cd4  then there exists a 1$  such 
that p acd4 k

c d4 2 1= - + . Therefore kp 1+ = 
( )cd ak c4 -  and an elementary rearrange-

ment shows that

( ) ( )
.p ad ak c acd ak c cdp

4 1 1 1=
-

+ +
-

Thus the Erdős–Straus conjecture holds for 
all primes p (and hence for all integers n) if 
these congruence classes cover all primes. 

We now argue that the covering state-
ment is necessary. Suppose then that the 
Erdős–Straus conjecture holds, let p be 
some prime, and let p x y z

4 1 1 1= + +  with 
x y z# # , so that ( )xyz p xy yz xz4 = + + . 
Note that x p< , and hence p xC . In fact 
one can show via an elementary argument, 
considering greatest common divisors, that 
there must exist integers , , ,a b c d 1$  such 
that either

1.	 x abd= , y acdp=  and z bcdp= , or
2.	 x abd= , y acd=  and z bcdp= .

In the first case we have abcdp4 2 = 
( )p ap cp bp2+ +  whence abcd a b cp4 = + +  

and so ( )modp acd4 1c
a/- - , and in the sec-

ond case we have ( )abcdp p a cp bp4 = + + , 
whence ( )abcd a b c p4 = + + . In particular 
a divides b c+ , say b c ak+ = , and so

( )kp cd ak c akcd c d1 4 4 4 2+ = - = -

whence k c d4 12; +  and p k
c d4 12

/- +

( )mod cd4 . Thus p belongs to at least one 
of the required congruence classes as 
claimed.	 □

Recently Bright and Loughran [5] have 
studied the Erdős–Straus conjecture using 
tools from modern algebraic geometry, in 
particular showing that there is no Brauer– 
Manin obstruction to the existence of solu-
tions to (2).

Counting solutions
For any existence problem there is a corre-
sponding counting problem. Let ( )f n  count 
how many representations n

4  has as the 
sum of three distinct unit fractions, so that 
the Erdős–Straus conjecture is the state-
ment that ( )f n 0>  for n 2$  (and is equiv-
alent to the statement that ( )f p 0>  for all 
primes p 2$ ).

Elsholtz and Tao [17] have shown that

( ) ( ) ,logf p N N ( )

p N

o2 1=
#

+/

where the sum is over the primes [ , ]p N1! . 
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to

x x1 1 1
k1

g= + + (3)

as k varies. An easy inductive argument 
shows that the number of solutions to (3) 
for fixed k 1$  is finite. We now present 
an elementary argument which gives an 
explicit upper bound as follows (for more 
details and slight improvements see [35] ).

Fix some solution to (3), ordered so that 
x xk1 g# # . For m k0 <#  define y Qm !  
by

,x y1 1 1
ii m m1

- =
# #

/ (4)

so that y 10 =  and y xk k1 =- , and for 1 #
m k 1< -  we have .y x<m m 1+  By defini-
tion, ,y y x

1 1 1
m m m1 1

= -
+ +

 whence ym 1 #+  
( )y y 1m m +  for all .m k0 1<# -  In par-

ticular, if ( )ui i 1$  is the sequence defined 
by u 11 =  and ( ),u u u 1i i i1 = ++  then 
y um m 1# +  for m k0 <# . Since the left-
hand side of (4) is at most x

k
m 1+

 we deduce 
that, for all i k1 # # , we have x kui i# . The 
sequence un

2 n-
 is strictly increasing and 

tends to . ,limc u 1 26408n n0
2 n

f= ="3
-

 the 
so-called Vardi constant, and hence xi # 
kc0

2i
. It follows immediately that the num-

ber of solutions to (3) is at most

.k c c ( ( ))k o
0
2 1

0
2 1 1k k

$ =- +

In particular, this grows doubly exponen-
tially with k. It is surprisingly difficult to 
come up with considerably better upper 
bounds. Small improvements are possi-
ble, by estimating the number of the first 
k 2- , k 3-  or k 4-  values of xi trivially as 
above, but using non-trivial upper bounds 
for the number of ways of writing a fixed 
fraction as a sum of 2, 3 or 4 unit fractions, 
respectively. The best upper bound current-
ly known is still doubly exponential in k, 
and is due to Elsholtz and Planitzer [16]. 
They show (using k 4-  and 4 fractions) that 
the number of solutions to (3) is at most

.c
( ( ))o

0
2 1k

5
1 +

Although the upper bounds are all doubly 
exponential in k, it was an open problem 
for some time whether this was the true 
order of magnitude of the number of solu-
tions to (3). That the number of solutions 
is indeed increasing with (essentially) dou-
bly exponential growth was shown by Kon-
yagin [25], who proved that the number of 
solutions to (3) is at least

2c logk
k

for some constant c 0> . We will now 

We may now attempt a generalisation 
of Vaughan’s argument, finding a large col-
lection of congruence classes that attempt 
to cover most n N# . Crucially, the number 
of degrees of freedom when constructing 
these congruence classes grows exponen-
tially in k, leading ultimately (after a great 
deal of technical difficulty and further sieve 
estimates) to Theorem 3. (For comparison, 
Viola [46] and Shen [39] used k and k 1+  
free parameters respectively, resulting in 
their weaker bounds.)

For example, when k 4= , one can now 
solve the classes

( )

( ) .

mt t t t t t t r

mt t t t t t t t t t

112 23 24 123 124 234 1234

12 123 124 1234 12 23 123 12 24 124

-

- +

For comparison, in the case k 4=  Viola 
made use of the fact that one can solve 
the classes

( ) ( ),mt t t r t t1123 124 1234 123 124- - +

and Shen used

( )

( ) .

mt t t t r

mt t t t t

1123 124 234 1234

123 124 1234 123 124

-

- +

When k 3=  the number of soluble 
congruence classes was described by 
the d3 function; now when k 4=  it is de-
scribed by the d7 function. That is, modulo 

modq m1/-  we obtain a soluble congru-
ence class for each way of splitting m

q 1+  
into a product of 7 factors.

There is a complication when k 3>  (re-
sulting in the final bound of Theorem 3 
containing a 2 1k 1 --  where one might ex-
pect k2 2k - - ), since the soluble congru-
ence classes are now described by sums 
of products, rather than a single product 
as in Vaughan’s argument. In particular it 
is much more difficult to prove that differ-
ent congruence classes thus obtained are 
actually distinct.

The reader may wonder if such paramet-
ric solutions could be used more generally 
in the study of Diophantine equations. The 
answer is yes, in principle, but in practice 
this general approach often simplifies to 
a much easier one, as one can see with 
the Fermat equation x y zn n n+ = . Here one 
quickly sees that nothing is gained, as the 
variables can be assumed to be coprime.

Counting solutions to 1 x x
1 1

r1
g= + +

We now turn our attention from the study 
of (1) for fixed small k and varying m/n, 
and consider the opposing situation in 
which we fix 1n

m =  and study the solutions 

can naturally be described by 2 1k -  varia-
bles. The earliest reference containing this 
idea, which we are aware of, is Dedekind 
[9]. A detailed explanation of the general 
case is in [11], and shorter explanations are 
in [10, 16, 17].

For concreteness, we will explain the 
idea first when k 3= , and then when 

.k 4=  Suppose that .n
m

x x x
1 1 1
1 2 3

= + +  Let 
gcd( , , ),t x x x123 1 2 3=  gcd( , )/ ,t x x t12 1 2 123=  

and similarly for t13 and t23. Note that 
, ,t t t12 13 23 are all coprime in pairs. It is ele-

mentary to check that t t t12 13 123 divides x1, 
whence we can write ,x t t t t1 1 12 13 123=  and 
similarly for x2 and x3. It follows from 
the definition that , ,t t t1 2 3 are also all co-
prime in pairs, and also that ( , )gcd t t1 23 = 

( , ) ( , ) .gcd gcdt t t t 12 13 3 12= =
Furthermore, if we write n

m  as

t t t t t t t t t t t t
1 1 1

1 12 13 123 2 12 23 123 3 13 23 123
+ +

and multiply by common denominators we 
obtain

( )

mt t t t t t t

n t t t t t t t t t
1 2 3 12 13 23 123

1 2 12 1 3 13 2 3 23= + +

and hence (assuming that ( , )gcd m n 1=  )
each ti divides n. In particular, when n is 
prime, this leaves only the possibilities 
that the ti are 1 or p. In other words, when 
n is prime, one has 7 3 4- =  free param-
eters.

To further illustrate the idea, we now 
examine the case k 4= . Every quadruple of 
four positive integers ( , , , )x x x x1 2 3 4  can be 
written as

,

,

,

,

x t t t t t t t t

x t t t t t t t t

x t t t t t t t t

x t t t t t t t t

1 1 12 13 14 123 124 134 1234

2 2 12 23 24 123 124 234 1234

3 3 13 23 34 123 134 234 1234

4 4 14 24 34 124 134 234 1234

=

=

=

=

where

( , , , ),

( , , )/

gcd

gcd

t x x x x

t x x x t
1234 1 2 3 4

123 1 2 3 1234

=

=

(and similarly for other three indices), 
( , )/( ),gcdt x x t t t12 1 2 1234 123 124=  and so on. 

Crucially, any pair ,t tI J with I JM  and 
J IM , for example ,t t123 124 or ,t t1 23, must 
be coprime. Given a solution to n

m
x
1
1

= + 
,x x x

1 1 1
2 3 4

+ +  multiplying by the common 
denominator as above, we see that when 
n p=  is prime, each ti must be a divisor of 
p. In particular, the family of solutions is 
naturally described by 2 1 4 114 - - =  free 
parameters. In general, with the sum of k 
unit fractions we have k2 1k - -  free pa-
rameters.
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stated here, concerning decompositions of 
arbitrary rationals, and we refer to [7, 27] 
for more details.

Restrictions to arbitrary sets
Of course, one may impose many more re-
strictions on the denominators than simple 
size bounds. Finding a solution to (3) is a 
challenge even when the restrictions are 
very mild: for example, it is a non-trivial 
task to manually find a representation of 1 
as the sum of distinct unit fractions with all 
denominators odd (and 1> ).

There is one trivial obstruction that pre-
vents a solution to (3) within small sets: 
certainly no solution can exist with de-
nominators in A if .1<nn A

1
!

/  Thus, for 
example, the set of integers in the inter-
val [ , ]N N2  contains no solution to (3), no 
matter how large N is. On the other hand, 
Theorem 5 shows that, for intervals, this 
trivial obstruction is the only one, and that 
the set of integers in [ , ( ( )) ]N e o N1+  must 
contain a solution for all large N.

If we consider restricting the denomi-
nators to some (infinite) arithmetic pro-
gression, there are no longer any obvious 
obstructions. Indeed, we may find a solu-
tion to (3) within any infinite arithmetic 
progression, as shown by van Albada and 
van Lint [1]. Taken together, these positive 
results about finding solutions to (3) in 
short intervals and arbitrary congruence 
classes can be seen as showing that there 
are no ‘local’ obstructions to the existence 
of a solution to (3).

It is therefore natural to conjecture, as 
Erdős and Graham did in [20], that the 
equation (3) enjoys a Ramsey-type prop-
erty: whenever the integers are finitely 
coloured, there exists a monochromatic 
solution to (3). This was proved by Croot. 

Theorem 6 (Croot [8] ).  For any ,r 1$  if 
the integers are arbitrarily coloured with r 
many colours, then there must be a mono-
chromatic solution to

x x1 1 1
k1

g= + +

with x x1 < < < k1 g .

In fact, Croot proves a strong quantitative 
version: there exists a constant C 1>  such 
that, for any r 1$ , if the integers in [ , ]C2 r  
are coloured with r many colours then there 
must exist a monochromatic solution to (3). 
This exponential behaviour is the best pos-

Solutions to 1 x x
1 1

k1
g= + +  with restricted 

denominators
We now turn our attention from counting 
to an existence problem: what restrictions 
can we impose on the denominators in (3) 
while still being guaranteed of finding a 
solution?

Restrictions on the sizes of the denomi-
nators
The first natural question is: does there ex-
ist a solution to (3) such that the denom-
inators are all large? Or all small? There 
are various ways to make this question 
precise. Henceforth we fix some k 1$  and 
order a solution to (3) as .x x< < k1 g

We may first ask: how small can the 
largest denominator xk be? Erdős observed 
that since

,logx j x k
x

1 1
kj k k

k

0 <
$ +- -
#

d n/

we must have

( ) ,x e o k1 1
1 1k $ + - +b l

and asked whether this was best possible. 
This was proved by Martin.

Theorem 4 (Martin [27] ).  For any k 1$  
there is a solution to (3) such that

( ) .x x e
e o k1 1 1< < < k k1 g # - + "3b l

We now ask, on the other hand: how 
large can the smallest denominator x1 be? 
By a similar argument to the above, we 
must have ( ( )) ,x o k1e1 1

1# +-  and Erdős 
asked whether this was best possible. This 
was proved, at least for infinitely many k, 
by Croot. In fact, Croot proves the follow-
ing stronger result.

Theorem 5 (Croot [7] ).  For any N 1>  there 
exists some k 1$  and a solution to (3) 
such that 

( ( )) .N x x e o N1< < < k N1 g # + "3

Notice that since the sum of all recipro-
cals in ( ,( ( )) )N e o N1+  is ( )o1 1+ , we must 
have ( ( ))k e o N1 1= - + . It immediately 
follows that there are infinitely many k 
and an accompanying solution to (3) with 

( ( )) ,x o k1e1 1
1$ +-  as required. (Note also 

that Croot’s result implies Martin’s for in-
finitely many k.) Both Croot’s and Martin’s 
results are more general than we have 

sketch a variant of Konyagin’s construc-
tion, which yields this lower bound for an 
increasing sequence of k, even if we further 
ask that all denominators are odd. For full 
details see [12, 25].

We make crucial use of fractions of the 
shape 

2 1
1

n -
 with highly composite n. The 

important feature of these fractions is that 
the denominator 2 1n -  has many divisors, 
and for every divisor m 2 1n; -  there is a 
decomposition of 

2 1
1

n -
 as

( ) /
.

m m2 1
1

2 1 2 1
1

n n n 2- +
+

- + -

This means that if we can find at least one 
representation of 1 as the sum of k 1-  dis-
tinct unit fractions, one of which is 

2 1
1

n -
, 

then there are at least ( )d k2 1 2n - -  many 
ways to write 1 as the sum of k distinct 
unit fractions. (Here the -2k is to avoid 
counting representations with repeated de-
nominators.) We can write 

2 1
1

n -
 as both

( )2 1
1

2
1

2 2 1
1

2 1
1

n n n n n2 2 2 2-
+ +

-
+

+d n

and

( )( )

( )
.

2 1
1

2 1 2 1
1

2
1

2 2 1
1

n n n

n n n

1 1

1 1 1

-
+

- -

+ +
-

+ +

+ + +

d

n

We may use these identities to find a solu-
tion to (3) containing 

2 1
1

n -
 for any n with 

( )logk O n= . To do so one writes the num-
ber n in binary and applies a combination 
of the two identities, to increase the expo-
nent by one, or double it, respectively. For 
example the number

29 16 8 4 1 111012= + + + =

can be reached from 1 as follows (in bi-
nary):

, , , , , , , , .0 1 10 11 110 111 1110 11100 11101

 Thus, one can construct a decomposition 
of 1 into unit fractions including 

2 1
1

n -
 with 

( )logk O n=  fractions.
We have therefore shown the exist-

ence of ( )d 2 1n& -  many solutions to 
(3) in ( )logk O n=  many variables. If n is 
the product of the first r primes then r + 

log log
log

logn
n

k
k.  and it can be shown (see [12, 

Lemma 2.1] ) that 2 1n -  has many prime 
factors: ( ) .2 1 2 6n r$~ - -  It follows that

( ) .d 2 1 2 2( )n 2 1 2 6n r
$ $- ~ - -

Combining these observations we have 
found 2c( / )logk k

$  many distinct solutions to 
(3) with k variables as required.	
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( / ) .e n
r

o P1 2| |

n A

A+ =
!

b b ll% (6)

If [ , ] ( )modr nN N
8 8g - , then, writing 

[ , ]rn
n n
2 2! -  for the integer such that 

( ),modr r nn/  we have ( ) ( ) ( )e e en
r

n
rn p= =  

for some ( , )c 2
1!p  (with c 0>  some ab-

solute constant), and hence | ( ) |e1 'n
r

c
2#+  

for some other absolute constant 'c 1> . 
Since ,P e ( )O N#

i
 to prove (6) it therefore 

suffices to find N& i many n A!  such that 
[ , ] ( ) .modr nN N

8 8g -
We may equivalently phrase this as say-

ing that, if I is the interval of width N
4  cen-

tred at r, then there are N& i many n A!  
that do not divide any .x I!

At this point we have left any mention 
of exponential sums (and indeed of unit 
fractions) far behind: Croot’s method trans-
forms the problem into a purely combina-
torial question concerning the interaction 
between intervals and multiples of ele-
ments in A. Finding a satisfactory answer 
to this question is a subtle and difficult 
affair, however. The overall idea is that if 
there is some interval I which fails the req-
uisite property, then one can construct an 
integer x I!  with ‘too many’ divisors.

To explain this combinatorial procedure, 
we introduce a new ‘measure’ of sets of 
integers (depending on the fixed set A),

( ) ,log logX N p
1 1

p XPA

n =
+!

/

where Pn is the set of primes dividing n, 
and .P PX nn X=

!
'  It is also convenient to 

introduce the notation { : },A n A q nq ! ;=  
for any integer q 1$ . The three crucial facts 
about this measure n are that

1.	 for any X, ( ) ( )X o1 1#n + ,
2.	 for any x and q, if

|{ : } | ( ) ,logn A n x q
N N ( )

q
o 1! ; $ -

then ( ) ( )e o 1Px
1$n -- , and

3.	 if | |x x N0 < 1 2 %-  then 

( ) ( ) ( ) ( ) .o 1P P P Px x x x1 2 1 2
,n n n= + +

Suppose now that there exists some inter-
val I of width N

4  such that all but ( )o Ni  
many n A!  divide some ( ) .x n I!  We will 
argue that there must exist some x I!  di-
visible by all primes in ,PA  and hence divis-
ible by lcm( )P A= , which is an immediate 
contradiction if, as in our application, I is 
an interval of width N

4  centred at some r 
with | | .r<N P

4 2#  

threshold of ( )o 14
1 -  is raised to ( )o1 1- . 

This suffices to prove an unrestricted den-
sity result, since almost all integers n have 
no prime factors .n> ( )o1 1-  

A sketch of Croot’s method
We now present a sketch of Croot’s meth-
od and the proofs of Theorems 6 and 7. 
The actual proofs are quite technical, and 
the interested reader is referred to [8] and 
[4] for full details.

Suppose we are given some finite set of 
integers A such that

1.	 [ , ( )]A N O N3 ,
2.	A is ‘Ni-smooth’, in the sense that all 

prime factors of n A!  satisfy p N# i,
3.	| | .A N&

Our goal is to find some S A3  such that 
1nn S

1 =
!

/ . We begin by noting that, com-
bining properties (1) and (3) (with appropri-
ate choices of constants), we may assume 
that ( ( ), )o2 1 2nn A

1 ! -
!

/  (after possibly 
discarding some elements of A). Since we 
then have 2<nn S

1
!

/  for all S A3 , it suf-
fices to find some non-empty S A3  with 

Znn S
1 !

!
/ . This trivial recasting has the 
advantage that it naturally leads to the 
possibility of using exponential sums. In 
fact, if we let lcm( )P A= , then a simple 
exercise using orthogonality shows that 
the number of S A3  with Znn S

1 !
!

/  is 
exactly equal to

,P e n
r1 1

n Ar<P P
2 2

+
!#-

` ` jj%/
(5)

where ( )e x e ix2= r . It suffices therefore to 
prove that (5) is 2$ .

The r 0=  summand contributes exact-
ly /P2| |A , and elementary number theory 
shows that the Ni-smoothness assump-
tion implies P e ( )O N=

i
, which is 2 (| |)o A  

provided ( )o1 1#i - . This ‘main term’ 
therefore contributes 2( ( )) | |o A1 1- , which 
is much larger than we require. The con-
tribution from other small r, those with 

| | ,r0 < N
4#  say, is harder to calculate 

exactly, but an elementary calculation 
shows that the sign of ( ( ))e1n A n

r0 +
!

%  is 
( ) ( )cos cosr nn A n A n

r1r
! !

r%/ . In particular, 
since ( ( ), ),o2 1 2nn A

1 ! -
!

/  the contribu-
tion to (5) from all r with | |r0 < N

4#  is 
non-negative, and hence can be discarded 
in our quest for a lower bound. 

In particular, to show that (5) is 2$  as 
required, it suffices to show that whenever 

| |r<N P
4 2# , we have

sible, since using a greedy approach one 
can r-colour the integers in [ , )e2 ( ( ))o r1 1+  so 
that the sum of all reciprocals in each col-
our class will be less than one, and hence 
certainly there can be no solution to (1). It 
is an interesting and open problem to im-
prove the value of Croot’s constant C. (In [8] 
Croot shows that C e167000=  is sufficient 
for large r.) For r 2=  colours a PhD the-
sis by Andreas Hipler [23] proves that the 
interval [2, 208] has this property, and that 
208 is sharp. The proof involved nontrivial 
computer calculations, as one has to study 
many distinct colourings of certain crucial 
integers in this interval.

If we colour the integers in r many 
colours then at least one colour class 
has upper density r

1$ . (We recall that 
the upper density of A N1  is defined as 
lim sup | [ , ] |

.N N
A N1

"
+

3 ) The following result, 
which was conjectured by Erdős and Gra-
ham (for example in [21] ) and Sun [42], is 
therefore a natural strengthening of Croot’s 
colouring result.

Theorem 7 (Bloom [4] ).  Any subset of the 
integers with positive upper density con-
tains a solution to

x x1 1 1
k1

g= + +

with .x x1 < < < k1 g

(The proof has now been formally com-
puter-verified, using the Lean proof as-
sistant, by Bloom and Mehta. The formal 
version of the proof can be accessed at 
https://github.com/b-mehta/unit-fractions.) 
The proof of Theorem 7 extends the meth-
od used by Croot to prove Theorem 6: 
a variant of the Hardy–Littlewood circle 
method, combined with an ingenious el-
ementary combinatorial argument. Croot 
actually proves a density result for suf-
ficiently ‘smooth’ integers: in particular, 
that any positive density set of integers A, 
satisfying the additional constraint that all 
prime factors of n A!  are n ( )o 14

1
# - , con-

tains a solution to (3). This immediately 
implies Theorem 6, since any r-colouring 
of all integers must also r-colour all such 
smooth integers.

This is not sufficient for an unrestricted 
density result since, for example, the set 
of all n with a prime divisor n> /1 2 has 
positive density. The chief novelty of [4] is 
that it improves the technical strength of 
Croot’s argument so that the smoothness 
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–– integer-free if there are no points in Zd 
in the interior of P,

–– weakly maximal if it is integer-free and 
there is no integer-free polytope that 
strictly contains P, and

–– strongly maximal if it is integer-free and 
there is no integer-free, closed, con-
vex, d-dimensional, set of any sort that 
strictly contains P.

It is not obvious whether there can ex-
ist integer-free polytopes that are weakly 
maximal yet not strongly maximal. Indeed, 
there do not exist such polytopes in dimen-
sions 3# . It was shown in [30] that there 
do exist such polytopes in all dimensions 

.4$  Recently, Averkov has shown that in 
fact there must exist many such polyto-
pes, by establishing a close link between 
counting polytopes which are weakly, not 
strongly, maximal, and Egyptian fraction 
decompositions of (3).

Theorem 9 (Averkov [2] ).  Let d 6$ . Up to 
affine equivalence, the number of weakly 
maximal integer-free polytopes in Rd that 
are not strongly maximal is at least the 
number of solutions to (3) with k d 5= -  
variables.

In particular, using Konyagin’s lower 
bound, we deduce that there are at least 
2c /logd d

 many weakly maximal polytopes 
that are not strongly maximal (for some 
constant c 0> ).

Huffman codes
The study of solutions to (3) when the de-
nominators xi are (not necessarily distinct) 
powers of a fixed integer t has a close con-
nection to coding theory. For our purposes, 
a k-code in an alphabet of size t is simply 
a set of k distinct { , , }t0 1f - -strings. For 
many practical applications, it is preferred 
that the code be prefix-free, that is, no 
string appears as an initial segment of any 
other (in particular this allows for instant 
decoding). The Kraft–McMillan inequality 
states that if a prefix-free k-code has string 
lengths , ,l lk1 f  then 

t
.11

li
#/

Prefix-free codes with the average word 
length as small as possible, also known 
as compact Huffman codes, therefore have 
string lengths that satisfy t .11

li
=/  In fact, 

given any solution to this equation, a cor-
responding compact Huffman code can be 
produced. For example, there are three 
essentially distinct ways (with the word 

if there are few such p, then we cannot re-
strict r, but can recover a pointwise bound 
comparable to (6) in strength. Trading off 
the two gains, we are able to establish a 
version of (6) that holds on average, which 
is sufficient.

Applications
We conclude by mentioning some intrigu-
ing applications of Egyptian fractions to 
other areas of pure mathematics.

Finite group theory
One simple yet surprising application is 
within finite group theory. It is natural to 
ask what limits the number of conjugacy 
classes imposes on the underlying group. 
By considering Egyptian fractions, Landau 
showed that there are only finitely many 
possibilities.

Theorem 8 (Landau [26] ).  For any k 1$  
there are only finitely many finite groups 
with exactly k conjugacy classes.

This is an elementary consequence of 
the bounds of the section ‘Counting solu-
tions to 1 x x

1 1
r1

g= + + ’ on the size of the 
denominators of solutions to (3). It suffices 
to show that, if G has exactly k conjuga-
cy classes, then | |G 1k% . Suppose that G 
has conjugacy classes of sizes , ,m mk1 f . 
Since these partition G, it follows that 
| | .G m mk1 g= + +  On the other hand, 
each mi is a divisor of | |G , and hence, di-
viding by | |G , we have

| | / | | /
.

G m G m
1 1 1

k1
g= + +

It follows that, by the upper bound proved 
in the before-mentioned section, we have 
| | /G m kci 0

2k
#  for all i k1 # # . Further-

more, since the identity is only conjugate 
to itself, for some i we have m 1i = . It fol-
lows that | |G kc0

2k
#  as required. (Note that 

this explicit bound implies, for example, 
that any finite group G has | |log log G&  
many distinct conjugacy classes.) 

Landau’s lower bound estimate has 
been strengthened and extended in a num-
ber of ways; see, for example, [3] for exten-
sions and references.

Polytopes
A more recent connection is to discrete ge-
ometry. Recall that a polytope in Rd is the 
convex hull of some finite set of points in 
Zd. We say that P is

Let p PA! , and consider Ap — heu-
ristically, we expect | | ,A | |

p p
A

p
N. &  which 

we will assume henceforth. In particular, 
provided ,Np

N & i  for almost all n Ap!  
there exists some ( )x n I!  divisible by n. 
In fact, after some divisor sleight of hand, 
one can ensure that there is some x Ip !  
which equals ( )x n  for | | ( )logA N ( )

p
o 1& -  

many n Ap! . Therefore, by property (2) of 
n above, we have ( ) ( ) .e o 1Px

1
p
$n --  

Therefore all p PA!  have an associat-
ed x Ip !  such that Pxp

 has n-weight at 
least e >1

3
1- . Combining properties (1) and 

(3) of n it follows that there cannot be 
three distinct such x Ip ! . If all xp are in 
fact identical, then we have found some 
x I!  divisible by all p P! , and hence by 
P as required (we are assuming for sim-
plicity that P is squarefree here). The only 
remaining possibility is that all xp are one 
of two distinct ,x y I! . In this case, we 
may find some large subset 'A A3 , such 
that all 'n A!  divide one of either x or y, 
and we perform a similar iteration with A’ 
replacing A.

 The above analysis succeeds provided 
Np

N & i for all primes .p PA!  Since the 
Ni-smooth hypothesis implies p N# i, 
this in turn is guaranteed provided ,< 2

1i  
and hence we have proved (6). There-
fore, assuming a smoothness threshold of 

,N ( )o 12
1 -  we have found some S A3  with 

,1nn S
1 =

!
/  and obtain Croot’s smooth 
density result. (Croot works with < 4

1i  
rather than < 2

1  to ease some of the many 
technical difficulties we have ignored in 
this sketch, but in principle his method 
works up to any .< 2

1i )
To prove an unrestricted density result 

such as Theorem 7, we need to raise this 
smoothness threshold to ( ) .o1 1i = -  The 
key idea of [4] is to give up on the strong 
pointwise bound (6), and instead only aim 
to prove an averaged version, which suffic-
es for our purposes. We note that in fact 
the above combinatorial argument shows 
that, for any interval I of width ( )O N , 
there exists some x I!  divisible by every 
p PA!  with the property that all but ( )o p

N  
many n Ap!  divide some x I! . If there are 
many such p, then the ensuing bound on 
| ( ( )) |e1n A n

r+
!

%  is quite weak (particu-
larly when some of the primes can be as 
large as N ( )o1 1- ), but on the other hand, 
there are not many possible values of r 
for which this can occur, since such r must 
be ( )O N -close to a fixed multiple of many 
primes simultaneously. On the other hand, 
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lengths li ordered by size) of writing 1 as a 
sum of five reciprocal powers of 2:
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These correspond to the compact Huff-
man codes

{ , , , , },0 10 110 1110 1111

{ , , , , },0 100 101 110 111
and

 { , , , , }00 01 10 110 111 .

This correspondence shows that the num-

ber of compact Huffman codes is (up to 
equivalence) the number of solutions to 

t .11
li

=/  This is also equivalent to count-
ing other natural combinatorial objects, 
such as the number of nonequivalent ca-
nonical rooted trees, or the number of 
bounded degree sequences. For more in-
formation we refer to [13, 14].	 s
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