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or similarly for the games of type Y, we 
next consider upper bounds for the prob-
ability
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This we do via Markov’s inequality. For an 
arbitrary 0>m , this yields
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A direct calculation of IX and IY yields
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Even though we have only proven an up-
per bound, on an exponential scale, the 
bound in (2) is sharp. A combination of an 
upper bound with a corresponding lower 
bound on an exponential scale is called a 
large deviation principle (LDP).

weakly to a standard normal random vari-
able
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Does this mean that both sequences be-
have the same?

That of course depends on which 
question one would like to answer. Sup-
pose that you feel lucky and go to play 
some games in the casino, in which two 
fair games can be played. Denote by Xi 
and Yi the pay-offs of these games. Clear-
ly, the casino wants to make a profit, so 
they charge a price a to play a game. What 
is the probability that after n games, you 
have gained some money?

Here a difference must turn up: if a 1$ , 
then each game of the first type will make 
a loss with probability one, whereas for 
games of the second type, there still is a 
chance to make a profit.

To study more precisely the asymptotic 
behaviour of the probability to gain some 
money, that is the event that X naii

n

1 $=
/  

Fluctuations of simple averages
What more is there to be said about the 
limiting behaviour of the average of n in-
dependent and identically distributed (iid) 
random variables than the law of large 
numbers and the central limit theorem?

Consider two examples. Let Xi be a se-
quence of iid coin tosses:
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Let Yi be a sequence of standard normal 
random variables ( , )Y 0 1Ni + :
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In both examples [ ] [ ]X Y 0E Ei i= =  and 
( ) ( )X Y 1Var Vari i= = . This means that by 

the law of large numbers
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almost surely, whereas by the central limit 
theorem the rescaled averages converge 
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By appropriate rescaling in the calculation 
that lead to (2), we find
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which indeed gives us the same rate ( )I aX .
On the other hand, a general structure can 
be recognized from the middle term by 
noting that if c is a the function ( )t atc = , 
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For more general trajectories c, one finds 
similarly that the probability of Zn being 
close to c at times ti equals
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Thus, the exponent contains a Riemann 
sum of terms IX that are evaluated in dif-
ference quotients along the trajectory c. By 
taking more and more times at which we 
consider a large deviation, a general prin-
ciple appears, from which the asymptotic 
decay rate for (6) can be derived.3

Theorem 1 (Mogulskii [12] ). Consider iid ran-
dom variables Ui and consider ( )t Z t,U n7  
as in (5).4 Denote by

( ) [ ],

( ) ( ) .

log

sup

e

I a a

EU
U

U U

|

|

m

m m

K

K

=

= -

m

m " ,
Then

{ ( )} ( ) .Z t t eP , [ , ] [ , ]
( )

U n t t
nJ

0 1 0 1
U. @c! !
c-7 A" ,

The function JU is given by

,continuous( )

( ( ))

J

I s ds if is absolutely

otherwise

U

U0

1

3

c

c c

=

:Z

[

\

]]]]]]
]]]]]]

#

As an unavoidable consequence of the 
more complex set-up of our problem, we 
end up with a more complex rate function 
JU. Note, however, the similarities of Mogul-
skii result to (1) and (2) or (3) and (4). In-
deed, the optimization procedure that lead 
to (2) and (4) is replaced by the integral over 
an expression that is obtained from a sim-
ilar optimization procedure that is carried 
out for each infinitesimal interval of time.

Adding a temporal component
The question of making a profit after n 
games is not natural. We would rather ask 
for the probability that at no single time 
we have made a loss, that is: the probabil-
ity of not going bankrupt. After all, having 
gone bankrupt, there is no way to recover.

Say that we play n games per hour. 
Then the rescaled total pay-off (if we play 
with games of type X) at time t 0$  (time 
in hours) is

( ) .t Z t n X1
,X n i

i

nt

1
7 |=

=

5 ?
/ (5)

We can rephrase our large deviation princi-
ple of the previous section as
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The probability of not going bankrupt in 
the first hour translates into

: ( ) .t Z t at1P ,X n6 # $7 A (6)

Even though this probability is evidently 
smaller, the exponential asymptotic rate of 
decay is also ( )I aX !

We explore where this decay rate comes 
from. Consider a large deviation at time 

( , )s 0 1!  of size sa, as well as a large devi-
ation of size a at time t 1= :

( ) , ( ) .Z s sa Z a1P , ,X n X n. .7 A
By the Markov property, we can condition 
on the state at time s, and find that this 
probability equals

The law of large numbers is reflected 
by ( ) ( )I I0 0 0X Y= = . That the central limit 
theorem holds for both sequences of aver-
ages is reflected by the fact that IX and IY 
have the same second order Taylor expan-
sion around 0, see Bryc [2]. Finally, note 
that ( ) ( )I a I a<Y X  for all a 0> , with the 
difference becoming larger for large values 
of a. This means that we have a much larg-
er probability (even though both exponen-
tially small) to win some money in the long 
run by playing games of type Y rather than 
by playing games of type X.

A general framework
To prepare for some more involved large 
deviation principles, we extend our set-up. 
A general framework for the study of large 
deviations was introduced by Varadhan 
[13], who was awarded the Abel prize for 
his contributions to large deviation theo-
ry. We say that random variables Zn on a 
space E satisfy an LDP with rate function 
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Indeed, the large deviation principle can 
be interpreted as
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by considering the large deviation upper 
and lower bound for open and closed balls 
of small radius. In the case of previous sec-
tion, playing the game of type X, leads to 
Z Xn n ii
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1= =

/  and [ , )G a 3= .
The procedure to obtain an LDP in terms 

of the logarithm of the Laplace transform 
in (1) and (2) was generalized to this 
general setting by Bryc [3].1 He established 
that the random variables Zn satisfy an 
LDP if 2 for all continuous and bounded 
functions f the limit

lim logn e1 E ( )
f

n
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exists. In that case the rate function is giv-
en by

( ) ( ) .supI a f a
f

fK= - (4)

Having introduced this more general ma-
chinery, we can consider large deviations 
for more difficult objects. We proceed by 
considering the large deviations of pro-
cesses. Richard Kraaij
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the setting of playing games in the casi-
no with a progressive pricing policy. Note, 
however, that all steps in this derivation 
can be carried out for a general Markov 
process. We conclude that the large devi-
ation principle of the trajectories of a se-
quence of Markov processes can be traced 
back to the convergence of non-linear op-
erator semigroups.

At this moment, it is not clear whether 
there is an explicit form for the functions 
Jt, nor of the limiting rate function if we 
take a finer and finer mesh of times. This 
problem has to wait until we have better 
grip on the concepts that can be used to 
study the convergence of non-linear semi-
groups, which is an analytic problem that 
we treat next.

Operator semigroups and their generators
Consider the following problem posed by 
Cauchy [4]. Find all maps :f R C"+  sat-
isfying
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Assuming that z is continuous 6, it can be 
shown that all maps of this type are of the 
type ( )t ea

ta|z =  with a C! . 
The factor a, which can be found by 

( ) |a tt a t 02 z= = , captures all essential in-
formation of the semigroup az . In addition, 
the dependence of az  on a is robust under 
convergence: for a sequence of a Cn !  with 
a an " , it holds that a an

"z z  uniformly on 
compacts. 

We use this insight to tackle the conver-
gence question posed in (11).

Consider any of the non-linear semi-
groups { ( )}V tn t 0$ . We formally define the 
(non-linear and unbounded) operators Hn 
by

( ) |H f V t fn t n t 0| 2= = (13)

for f for which the right-hand side exists.7

In analogy to the setting that Cauchy 
considered, we aim to find an operator 
H such that H Hn " , to write ( )V t en

tHn=  
and ( )V t etH= , and to conclude that 

( ) ( )V t f V t fn " .
This statement is easier said than done. 

Taking the exponent of an unbounded 
non-linear operator needs some care. In 
particular, defining the exponent in terms 
of a power series gives trouble as we are 
taking a sum over compositions of un-
bounded operators. Following Hille [10], 

any issues. By using the Markov proper-
ty, we can reproduce an analogue of the 
first line of (7), but not the second, and it 
is not clear that on an exponential scale, 
these probabilities have suitable asymptot-
ic behaviour. In particular, taking two times 

s t0 <#  and a point x it is not clear that 
there is a function ( | )J xt s $-  such that
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If there is a family of such functions, we 
do not necessarily know what they look 
like. Thus, we are not immediately able to 
derive a rate function for the full process, 
as we were able to do for Mogulskii’s the-
orem.

Feng and Kurtz [9] made a major step 
towards a general resolution of these is-
sues. Let us follow their first step towards 
establishing the asymptotic behaviour in 
(10). The resolution of this issue will lead 
to a key concept that allows us to solve 
the second problem as well.

To compute the large deviation asymp
totics for (10), we turn to Bryc’s result. 
Based on (3), we aim to study the loga-
rithm of the exponential moments of the 
process at some t, given that at some 
earlier time we are at x. This leads us to 
define a collection of (non-linear) opera-
tors { ( )}V tn t 0$  on the space of bounded 
continuous functions 
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Note that the Markov property of our pro-
cess yields that Vn is a semigroup with 
respect to time: ( ) ( ) ( )V t V s f V t s fn n n= +  
and ( )V 0 1n = . By Bryc’s theorem and the 
Markov property, it follows that the LDP for 
the vector ( ( ), ( ), ( ), , ( ))Z t Z t Z t Z tn n n n k0 1 2 f  
with t t t0 < < < k0 1 g=  holds if there is a 
operator semigroup ( )V t , such that

( ) ( ) .V t f V t fn " (11)

The function ( | )J y xt s-  of (10) is then giv-
en, see (4), by
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Putting all increments together, we see 
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{ , , }: ( ) ( )

( ) | ( ) .exp

i k Z t t

n J t t

1P n i i

i i
i

k

1
1

t ti i 1

6 f! .

@

c

c c- -
=

- - ^ h

6 @

) 3/ (12)

This rate function is the analogue of (9) in 

What we have gained from Mogulskii’s 
result is that in addition to the asymptot-
ics corresponding to never going bankrupt, 
we can now calculate the asymptotics of 
any possible trajectory of capital gains. 
For example, the casino might decide that 
instead of having a fixed price to play a 
game, the price is dependent on the time 
of the day that the game is played. Playing 
during the morning, in off peak hours is 
cheap, whereas playing during the evening 
is expensive. By Mogulskii’s theorem we 
can still calculate the asymptotics of not 
going bankrupt.

The key components in Mogulskii’s theorem
The structure of the question above be-
comes more complex if the price of playing 
a game becomes dependent on how much 
money you have earned on average in the 
past (e.g. a progressive policy in which rich 
people pay more). To compute the asymp-
totic probability of not going bankrupt, we 
now have to take into account the price we 
pay for each game in the stochastic pro-
cess ( )Z tn . In addition, to make the analy-
sis a little easier, we assume that instead 5  
of playing at times k/n, we assume that 
the time between the played games has an 
exponential distribution with mean 1/n. If 
a game is played at time t, your rescaled 
wealth changes at time t by

.n U n a Z t1 1
t n- ^ ^ hh

Here Ut (e.g. a game of type X or Y) is the 
pay-off of the game played at time t and 

( )a Z tn^ h is the cost of this game. The prob-
ability of not going bankrupt in the first 
hour translates into

[ : ( ) ] .t Z t1 0P n6 # $

To extend the analysis to this more com-
plex process, we identify the three crucial 
components of the derivation above:

1.	 We chose a finer and finer mesh of 
times in the interval [ , ]0 1 .

2.	 The rate function for these meshes had 
an additive structure due to the Markov 
property of the process in (5), see (7) 
and (9).

3.	We were able to explicitly calculate 
what was the limiting rate function due 
to the simple form of the rate function 
for a finite set of times.

For our more general Markov processes 
( )t Z tn7 , clearly step 1 does not lead to 
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vent, that can be used to give an explicit 
form for the semigroup ( )V t  and the con-
ditional rate functions Jt. This leads to a 
generalization of Theorem 1.

Theorem 3 (Feng and Kurtz). Let ( )Z tn  be 
Markov processes with semigroups ( )V tn  
and operators Hn that satisfy the condi-
tions of Theorem 2.13 Then a large devi-
ation principle holds with rate function J 
given by 
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By evaluating the Lagrangians LX and 
LY that correspond to (15) and (16), we 
have established the asymptotic form of 
the probability that one does not go bank-
rupt in a casino with a progressive cost for 
playing games.

We conclude that this method leads to 
an effective way of establishing large de-
viation principles for Markov processes by 
turning probabilistic questions into analytic 
ones. In particular, the main challenge is 
to establish uniqueness of viscosity solu-
tions of Hamilton–Jacobi equations. Fol-
lowing the introduction of viscosity solu-
tions in the 1980’s by Crandall and Lions 
[6], see also Crandall, Ishii and Lions [5] 
for an overview of the early results, well- 
posedness was established for a class of 
Hamilton–Jacobi equations on open do-
mains for which the operator H was either 
Lipschitz or coercive, see Bardi and Capuzzo- 
Dolcetta [1].

Application of these methods in statis-
tical physics, even for the simplest model 
like the Curie–Weiss model which tries to 
explain phase-transitions in ferromagnetic 
materials like iron, leads to Hamiltonians 
of the type ( 0$b )
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In this case the domain is the closed in-
terval [ , ]1 1- , the exponentials make the 
operator non-Lipschitz, and the pre-factors 

x1 -  and x1 +  make the operator non-co-
ercive.
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The operator carries in its structure the 50 % 
chance of winning a game, after which the 
wealth changes by ( )a x1 - , and the 50% 
chance of losing ( )a x1 + . This operator has 
a limit H given by
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In the case that we play with games of 
type Y, we similarly obtain
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and a limiting operator
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In both cases,10 there are unique viscosity 
solutions for the Hamilton-Jacobi equation 
and we obtain that ( ) ( )V t V tn " .

Large deviations
As we have seen, Theorem 2, combined 
with the discussion on (11), implies that 
large deviation principles for the trajecto-
ries of a sequence of Markov processes 
can be traced back to the two conditions 
of Theorem 2 and the verification of a com-
pactness property.11 The rate function is in 
terms of a limit of a Riemann-sum like the 
expression in (12).

To conclude our analysis, we re-ex-
press the large deviation rate function in 
a more accessible form. This can be done 
using control theory. As in (15) and (16), 
the operator H can usually be expressed 
in the form ( ) ( , ( ))'Hf x x f xH=  where H 
is a function of space and ‘momentum’. 
In analogy with the basic notions in me-
chanics, we call H a Hamiltonian.12 As in 
Mogulskii’s theorem, Theorem 1, one ob-
tains from the Hamiltonian H a Lagrang-
ian ( , ) , ( , )supx v p v x pL Hp= - . Using 
this Lagrangian one can use control theory 
to define an operator ( )R mt  such that the 
function ( )R hmt  is a viscosity solution to 
f Hf hm- = . If the Hamilton–Jacobi equa-
tion has a unique viscosity solution, both 
our solutions must be the same. Thus, we 
have found an explicit form for the resol-

we turn to Euler’s procedure to obtain the 
exponential, namely, we aim to write

( ) .limV t f n
t H f1n

n
n

n
= -

"3

-` j (14)

Suppose that for all 0>m  the resolvent 
( )R H1n n

1|m m= - -^ h  exists, then by gen-
eral theory ( )Rn m  is a continuous opera-
tor.8 Thus, the formula (14) involves only 
bounded operators, which are much easier 
to handle than a definition of etHn in terms 
of a power series.

To answer the question whether for all 
0>m  the resolvent ( )R H1n n

1|m m= - -^ h  
exists as a non-linear operator, we need 
to be able to solve for all functions h and 

0>m  the equation

.f H f hnm- =

This equation is called the Hamilton–
Jacobi equation for the operator Hn. Using 
the Markovian structure of the process, we 
can always find such a solution, and there-
fore we have a resolvent.

Finally, to come back to the conver-
gence question, the following result (gloss-
ing over technical definitions and issues) 
was proven by Feng and Kurtz [9].

Theorem 2 (Feng–Kurtz extension of the Trot-
ter–Kato theorem). Put ( ) |H V tn t n t 02= = . 
Suppose that H is an operator such that 
–– LIMH Hn3  in the sense that if ( , )f g H!  

(where we interpret H as a graph), 
then there are ( , )f g Hn n n!  such that 
lim f fn n =  and lim g gn n = ;

–– for all h and 0>m  there is a unique vis-
cosity solution to the Hamilton-Jacobi 
equation f Hf hm- = .9

Then there is a semigroup ( )V t = 
( )lim H1n n

t n- -  and we have for all f and 
t 0$  that ( ) ( )lim V t f V t fn n = .

The key component idea in the proof 
of this theorem is to show that the con-
vergence of Hamiltonians allows one to 
show that solutions to f H f hnm- =  give 
a candidate solution for the limiting equa-
tion f Hf hm- = . Uniqueness of solutions 
makes this procedure robust, i.e. the resol-
vents converge in a ‘strong’ topology, and 
this can be used to derive the convergence 
of semigroups.

We apply this in the setting of our ca-
sino game with wealth-dependent cost for 
each game. In the case that we play games 
of type X, then the operator Hn is given by
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biology introduces various kinds of new 
Hamiltonians that all fall outside the ‘clas-
sical’ setting and for which well-posedness 
issues are unsolved. Issues arise from 
boundary conditions, singular behaviour 
or infinite dimensional contexts.

Theorem 4 and more recent works by 
the author, as well as work by Dupuis, 
Ishii, and Soner [7], Feng and Katsoulakis 
[8], indicate that these methods are ro-
bust also in these more difficult settings 
as well as in infinite dimensional contexts. 
But in addition, they indicate that this field 
has more non-trivial open problems then 
problems that we are able to solve at the 
moment.	 s

Theorem 4 (Kraaij [11] ). For all 0>m  and 
continuous and bounded h, uniqueness 
holds for the Hamilton-Jacobi equation 
f H f h

^
m- = .

We observe that already the simple class 
of mean-field models like the Curie–Weiss 
model leads to non-trivial Hamiltonians 
that fall outside of the ‘classical’ setting. 
Extensions of this setting are considered 
in the study of chemical reaction networks 
where similar non-Lipschitz and non-co-
ercive behaviour occurs. Well-posedness 
in this setting remains an open problem. 
More generally, the large deviation analy-
sis in statistical physics or mathematical 
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