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Edition 2012-3 We received solutions from Hao Chen (Seattle), Pieter de Groen (Brussels),
Alex Heinis (Hoofddorp), Richard Kraaij (Delft), Thijmen Krebs (Nootdorp) and Traian Viteam
(Montevideo).

Problem 2012-3/A Let (Xn)n≥1 be a sequence of independent random variables with values in
R≥0 satisfying P (Xi > t) = (1 + t)−1 for all i and all t ≥ 0. Let (cn)n≥1 be a sequence of positive
real integers. Show that the sequence (cnXn)n≥1 is bounded with probability 1 if and only if
the series

∑∞
n=1 cn converges.

Solution We received solutions from Pieter de Groen, Alex Heinis, Richard Kraaij and Thijmen
Krebs. The book token goes to Richard Kraaij. The following solution is based on that of Richard
Kraaij.

Lemma 1. Let B ∈ R>0, and let (cn)n≥1 be a sequence of positive real numbers. Then the series∑∞
n=1(1 + B/cn)−1 converges if and only if the series

∑∞
n=1 cn converges.

Proof. First suppose that
∑∞
n=1 cn converges. For all n, we have (1 + B/cn)−1 < cn/B, so∑∞

n=1(1 + B/cn)−1 converges as well.
Now suppose that

∑∞
n=1(1 + B/cn)−1 converges. Note that if n is such that cn > B, then we

have 1
2 < (1 + B/cn)−1. Hence there are only finitely many such n.

For then such that cn ≤ B, we have (2B)−1cn < (1+B/cn)−1. As cn ≤ B holds for all but finitely
many n, it follows that

∑∞
n=1 cn converges as well. �

First assume that
∑∞
n=1 cn converges. Fix a real number B > 0. Then by Lemma 1,

∑∞
n=1(1 +

B/cn)−1 converges. So let ε > 0, and letN be such that
∑∞
n=N (1+B/cn)−1 < ε. Let P denote the

probability that ciXi > B for infinitely many i, and let P ′ denote the probability that ciXi > B
for at least one i ≥ N. Then

P ≤ P ′ ≤
∞∑
i=N

P (ciXi > B) =
∞∑
i=N

(1 + B/cn)−1 < ε.

So P < ε for all ε > 0, so P = 0. We deduce that with probability 1, there are only finitely many
i such that ciXi > B, i.e. (cnXn)n≥1 is bounded.
Now assume that (cnXn)n≥1 is bounded with probability 1. For B > 0, let PB denote the
probability that for all i, we have ciXi ≤ B. Our assumption then implies that limB→∞ PB = 1,
hence we may assume that there exists a B > 0 such that PB > 0. Then for all N > 0 we have,
using that the random variables are independent, and that 1 + x < ex for all x 6= 0,

0 < PB ≤
N∏
n=1

P (cnXn ≤ B) =
N∏
n=1

(1− (1 + B/cn)−1)

<
N∏
n=1

e−(1+B/cn)−1
= e−

∑N
n=1(1+B/cn)−1

.

Hence − log(PB ) >
∑N
n=1(1 + B/cn)−1, for allN, so the series

∑∞
n=1(1 + B/cn)−1 is bounded and

therefore convergent, as its terms are positive. By Lemma 1, it follows that
∑∞
n=1 cn converges

as well.

Problem 2012-3/B Determine all pairs (a,b) of positive integers such that there are only finitely
many positive integers n for which n2 divides an + bn.

Solution We received solutions from Hao Chen, Alex Heinis, Thijmen Krebs and Traian Viteam.
The book token goes to Thijmen Krebs. The following solution is based on those of Alex Heinis
and Thijmen Krebs.
We call a pair (a,b) valid if a and b are positive integers satisfying the given condition. A pair
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s (a,b) of positive integers that is not valid is called invalid. We will show that a pair (a,b) is valid

if and only if either a+b = 3, or a and b are odd and a+b = 2k for some k. For any prime p and
any nonzero rational number x, we denote the valuation of x at p by vp(x), so if x = pr · ab
with r ,a, b integers and p - ab, then vp(x) = r .

Lemma 1. Suppose a,b,n are positive integers with n > 1 and n2|an + bn. Then the smallest
prime divisor p of n divides a + b.

Proof. The exponent n is coprime with the order p − 1 of the group F∗p , which is either 1 or
even, so there is an odd integer m with nm ≡ 1 (mod p − 1). Hence, the equality ān = −b̄n
in F∗p implies ā = ānm = (−b̄n)m = −b̄, so ā + b̄ = 0 in Fp. �

Lemma 2. Suppose a,b ≥ 1 are coprime, p is prime with p|a + b, and n > 0 is odd. Then
vp(an + bn) = vp(a + b) + vp(n).

Proof. Set s = vp(a + b) ≥ 1. Suppose q > 2 is prime and set ε = vp(q) ∈ {0,1}. Modulo
ps+1+ε we have

aq + bq = aq +
(

(a + b)− a
)q

=
q∑
k=1

(
q
k

)
(−a)q−k(a + b)k ≡ qaq−1(a + b),

so the lemma follows for n = q from vp(a) = 0. For general n we write n = q1q2 . . . qr and use
the result for prime exponent repeatedly. �

Suppose n > 3 and n2|1 + 2n. Then n is odd and Lemma 1 shows that 3 divides n. The same
lemma, applied to a = 1, b = 23, and n/3, shows that the smallest prime divisor of n/3 divides
a + b = 9, so v3(n) ≥ 2. This contradicts the inequality

2v3(n) = v3(n2) ≤ v3(1 + 2n) = v3(1 + 2) + v3(n) = 1 + v3(n)

coming from Lemma 2, so the pairs (a,b) = (1,2) and (a,b) = (2,1) are valid.
Suppose a,b > 0 are odd and a + b = 2k for some k. Suppose n > 1 and n2|an + bn. Then
n is even by Lemma 1, but this contradicts the fact that 4 - an + bn for a,b odd and n even.
Therefore, the pair (a,b) is valid.
To show that the remaining pairs are invalid, first note that for a,b > 0 with greatest common
divisor d > 1, we have d2k|adk + bdk for every k, so (a,b) is invalid.
Finally, we assume a,b > 0 are coprime and a + b > 4 is not a power of 2. Without loss of
generality we assume b ≥ a and hence b ≥ 3. Set k = v2(a+b). Then we have v2(an +bn) = k
for any odd n by Lemma 2 if k > 0; the same holds trivially if k = 0. Since a + b is not a power
of 2, we have a + b ≥ 3 · 2k. Assuming n > 0 is odd and n2|an + bn, we will construct an odd
m > n withm2|am + bm. From 3n > 2n2 we find

an + bn ≥ bn ≥ b
3
· 3n >

2b
3
n2 ≥ a + b

3
n2 ≥ 2kn2.

Hence the integer (an + bn)/(2kn2) is odd and bigger than 1, so there is a prime p > 2 with
vp(an+bn) ≥ vp(n2)+1. From Lemma 2, applied toan, bn, andp, we concludevp(anp+bnp) ≥
vp(n2) + 2, so form = np we findm2|am +bm. Starting withn = 1, this allows us to construct
an infinite number of odd n such that n2|an + bn. We conclude that the pair (a,b) is invalid,
which finishes the proof.

Problem 2012-3/C Let f ∈ Z[X] be a monic polynomial, and let R be the ring Z[X]/(f ). Let U
be the set of all u ∈ R satisfying u2 = 1. Show that U has a ring structure with the following
properties: the zero element is 1, the identity element is −1, the sum of two elements in U
is their product in R, and the product ∗ in U is such that for all u, v, s, t in U the identity
u∗ v = s ∗ t holds in U if and only if

(1−u)(1− v) = (1− s)(1− t)
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Solution We received no correct solutions to this problem.
Since f is monic, the additive group structure of R is just Zd, where d is the degree of f , so
multiplication by 2 on R is injective and for every element b ∈ R, there is at most one element
a ∈ R with 2a = b.
We start by showing that if such a product ∗ on U exists, then it is uniquely determined. By
choosing s = u∗ v and t = −1 in

u∗ v = s ∗ t ⇐⇒ (1−u)(1− v) = (1− s)(1− t),

we find (1 − u)(1 − v) = 2(1 − u ∗ v), so u ∗ v = 1 − a for the unique element a ∈ R with
2a = (1−u)(1− v), if such a exists.
The crux of the problem is to prove for all u,v ∈ U that (1 − u)(1 − v) is divisible by 2 in R.
Note, however, that the element 1−u is not necessarily divisible by 2, as we can see from the
counterexample f = X2 − 1 and u = (X mod f ).
Given any pair of elements u,v ∈ U , to show 2 divides (1 − u)(1 − v), it suffices to prove
that (1 − u)(1 − v) is zero in R/2R ∼= F2[X]/(f ), where the bar denotes reduction by 2. Let
f =

∏s
i=1 g

ei
i be the factorization of f ∈ F2[X]. Then the Chinese Remainder Theorem yields

R/2R ∼= F2[X]/(f ) ∼=
s∏
i=1

F2[X]/(geii ).

Let u ∈ U and 1 ≤ i ≤ s. Let p ∈ F2[x] represent 1− u ∈ F2[x]/(f ). Let ordgi (p) denote the
number of factors ofgi inp. Thenp reduces to 0 in F2[X]/(geii ) if and only if ordgi (p) ≥ ei. Note
that (1−u)2 = 2(1−u) = 0 in F2[X]/(f ), so ordgi (p) ≥ ei/2. Similarly, for v ∈ U , let q ∈ F2[x]

represent 1 − v. Then ordgi (q) ≥ ei/2, so pq reduces to 0 in F2[X]/(geii ). This holds for all
1 ≤ i ≤ s, so pq reduces to 0 in F2[x]/(f ), which means (1 − u)(1 − v) = 0. This finishes the
proof that there exists an a ∈ R with 2a = (1−u)(1−v). One checks directly thatu∗v = 1−a
satisfies (u∗ v)2 = 1, so that indeed u∗ v ∈ U .
The proof could now be finished with an easy and completely straightforward verification of the
ring axioms for (U, ·,∗). Instead, we finish by sketching two slightly faster alternatives to this
verification.
One method is to note that every u ∈ U gives rise to an idempotent (1−u)/2 ∈ Q[X]/(f ), and
that this embeds (U, ·,∗) into the ring of idempotents of Q[X]/(f ) (which has its own special
ring operations).
Alternatively, write f =

∏
hsii with irreducible hi ∈ Z[X], and use the injective ring homomor-

phism R →
∏

Z[X]/(hsii ) to embed U into the product of the analogs Ui in the rings Z[X]/(hsii ).
This reduces the verification to the case where f is a power of an irreducible polynomial. In that
case we have Ui = {±1}, which with the given operations is easily seen to be a ring isomorphic
to F2.


